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RESUMEN 

Introducción: En los últimos años, el uso de inteligencia artificial en la formación 

médica ha crecido con rapidez, sobre todo mediante aplicaciones y chatbots de 

apoyo emocional. Este avance ocurre en un contexto de fuertes demandas 

académicas, competencia entre pares y estigma persistente hacia la salud mental, 

factores que influyen en cómo los estudiantes buscan y reciben apoyo. 

Objetivo: Analizar el impacto del uso de inteligencia artificial en la salud mental de 

los estudiantes de educación médica. 

Desarrollo: Las aplicaciones basadas en inteligencia artificial resultan atractivas por 

su accesibilidad, anonimato y disponibilidad constante, sobre todo para estudiantes 

con poco tiempo o reticencia a buscar apoyo presencial. Sin embargo, sus 

respuestas son irregulares, carecen de empatía real, y pueden generar dependencia 

o reproducir sesgos culturales. También persisten dudas sobre privacidad, manejo 

de datos y responsabilidad institucional. Además, su incorporación en la formación 

médica puede reducir la complejidad de lo emocional a categorías estandarizadas 

que no reflejan el sufrimiento humano en toda su profundidad. 

Conclusiones: El uso de inteligencia artificial en salud mental puede servir de apoyo 

para algunos estudiantes, pero no sustituye la presencia, la escucha y el 
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acompañamiento que sostienen la formación clínica. Integrarla de manera 

responsable, requiere discutir sus implicancias éticas, comprender cómo funciona 

y enseñar a reconocer sus límites. Solo así será posible usarla con criterio, sin que 

la tecnología desplace la dimensión humana que da sentido a la práctica médica. 

Palabras clave: inteligencia artificial; salud mental; estudiantes de medicina; 

educación médica. 

 

ABSTRACT 

Introduction: In recent years, the use of artificial intelligence in medical education 

has grown rapidly, especially through applications and chatbots designed to provide 

emotional support. This expansion is taking place in a context of heavy academic 

demands, peer competition, and persistent stigma surrounding mental health, 

factors that shape how students seek and receive support. 

Objective: To analyze the impact of artificial intelligence on the mental health of 

medical students. 

Development: artificial intelligence-based applications are appealing due to their 

accessibility, anonymity, and constant availability, particularly for students with 

limited time or reluctance to seek in-person support. However, their responses are 

inconsistent, lack genuine empathy, and may foster dependence or reproduce 

cultural biases. Concerns also persist regarding privacy, data handling, and 

institutional responsibility. Furthermore, integrating artificial intelligence into 

medical training can reduce the complexity of emotional experiences to 

standardized categories that do not capture the full depth of human suffering. 

Conclusions: artificial intelligence can offer support to some students, but it does 

not replace the presence, listening, and human accompaniment that sustain clinical 

training. Using it responsibly requires discussing its ethical implications, 

understanding how it works, and teaching students to recognize its limits. Only then 

will it be possible to use these tools with sound judgment, without allowing 

technology to overshadow the human dimension that gives meaning to medical 

practice. 

Keywords: artificial intelligence; mental health; medical students; medical 

education. 
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Introducción 

En los últimos años, la inteligencia artificial (IA) ha dejado de ser una idea confinada 

a laboratorios para instalarse en la vida cotidiana, especialmente en los espacios 

académicos. En la formación médica este cambio ha sido aún más acelerado. Hoy 

muchos estudiantes recurren a aplicaciones que identifican emociones, ofrecen 

apoyo automatizado y utilizan chatbots capaces de ajustar sus respuestas, según 

patrones de lenguaje; un uso cada vez más frecuente entre jóvenes que buscan 

apoyo emocional digital.(1) Estas herramientas aparecen en un escenario marcado 

por altas exigencias académicas, fuerte competencia entre pares y un estigma 

persistente, al que se suman el temor a repercusiones en la carrera y a la falta de 

confidencialidad cuando se busca ayuda profesional.(2) En medio de ese panorama, 

la IA se presenta para algunos estudiantes como una alternativa accesible y discreta 

para manejar el malestar. 

Sin embargo, acercarse a estas herramientas no responde solo a un interés 

tecnológico. También revela cambios más profundos en la forma en que los 

estudiantes viven su formación: jóvenes que sienten que no pueden detenerse, que 

temen ser vistos como débiles si expresan sus dificultades, o que transitan entornos 

donde cuidar de uno mismo parece siempre relegado frente a las demandas 

académicas. Incluso así, el uso de estas herramientas merece cautela. Su acceso 

rápido y la facilidad con la que ofrecen orientación, pueden hacerlas útiles en ciertos 

momentos, pero la evidencia muestra que su funcionamiento es irregular, y que 

plantean dudas importantes sobre privacidad, seguridad y adecuación clínica.(3) 

Aun así, esta relación con sistemas automatizados invita a pensar en sus efectos 

emocionales y éticos. La salud mental es parte central del proceso formativo: influye 

en cómo se aprende, cómo se atiende a los pacientes y cómo se construye una 

identidad profesional.(4) Confiar en herramientas que simulan cercanía emocional y 

manejan información sensible, puede influir en la forma en que los estudiantes 

afrontan su malestar, como sugieren las preocupaciones sobre privacidad, falta de 

empatía real y riesgo de dependencia.(5) Por eso es necesario detenerse a 

considerar no solo lo que estas herramientas pueden aportar, sino sus límites y los 
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riesgos que implican en profesiones donde la dimensión humana resulta 

irrenunciable. 

Por lo tanto, el presente artículo tuvo como objetivo analizar el impacto del uso de 

inteligencia artificial en la salud mental de los estudiantes de educación médica. 

 

 

Desarrollo 

El interés por usar IA en temas de salud mental ha crecido en los últimos años.(6) Se 

ha demostrado que algunos chatbots conversacionales pueden ayudar a mejorar el 

estado de ánimo, y reducir síntomas de ansiedad y depresión en estudiantes 

universitarios.(7) Para muchos de ellos, que suelen tener poco acceso a consejería 

por la carga académica o la saturación de los servicios, estas aplicaciones se 

convierten en un recurso inmediato.(8) Su disponibilidad permanente tiene un 

atractivo evidente: no requieren citas, no juzgan y ofrecen un espacio donde hablar 

sin la presión de sentirse evaluados.(9) 

Existen chatbots conversacionales, como Woebot, Wysa, Tess, Youper y Replika, que 

han ganado terreno precisamente por la sensación de cercanía y rapidez que 

ofrecen.(10) Los estudiantes pueden usarlos en momentos irregulares: después de 

una guardia extenuante, tras una práctica difícil o cuando no encuentran a alguien 

con quien conversar. Su presencia constante parece llenar, en parte, la falta de 

tiempo o de espacios para buscar apoyo humano. Sin embargo, esa misma facilidad 

puede generar malentendidos: la respuesta amable de un algoritmo no equivale a 

una comprensión real y, como advierten algunas revisiones, los chatbots deben 

entenderse como herramientas complementarias y no como sustitutos del apoyo 

humano cuando la situación exige una intervención presencial.(11) 

Algunos estudios muestran que ciertos usuarios llegan a desarrollar apego hacia 

estos sistemas, al interpretar sus mensajes como si fueran expresiones afectivas 

genuinas.(12,13) En algunos estudiantes, los chatbots de salud mental pueden 

percibirse como un espacio seguro y no juzgador, que genera un vínculo ligero 

basado en la sensación de escucha, acompañamiento y continuidad en la 

interacción.(14) Sin embargo, en contextos como la educación médica, esta 

experiencia digital no reemplaza la necesidad de vínculos reales, basados en 

empatía, comprensión del contexto y una relación interpersonal genuina, elementos 

que sostienen el cuidado y la formación clínica.(15) Estas dimensiones, que 
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dependen de la presencia y la sensibilidad humana, no pueden trasladarse 

íntegramente a un sistema automatizado. 

El uso de IA también trae riesgos ligados a la calidad de las respuestas. Los 

algoritmos aprenden de datos generados por personas y, por ello, pueden reproducir 

sesgos vinculados con factores como cultura, género, raza o nivel 

socioeconómico.(16) Un modelo entrenado en expresiones ajenas al español de 

nuestra región puede malinterpretar frases, tonos o matices que sí tienen sentido 

para los estudiantes latinoamericanos.(17) Esto no solo puede derivar en 

recomendaciones imprecisas, sino que ignora la diversidad emocional y cultural 

dentro de las facultades de medicina. 

A esto se suma la cuestión de la responsabilidad. Si un chatbot ofrece una 

sugerencia que confunde, inquieta o lleva a una decisión inapropiada, no está claro 

quién responde por ello: ¿la empresa desarrolladora?, ¿la institución que lo 

promovió?, ¿el propio estudiante? Esta falta de claridad deja al usuario en una 

situación vulnerable en un momento en que su autonomía profesional aún se está 

formando, sobre todo porque estas herramientas generan respuestas que suelen 

percibirse como claras, empáticas y de alta calidad, lo que puede favorecer una 

confianza mayor de la que corresponde.(18) 

La privacidad es otro asunto sensible. Estas aplicaciones no solo almacenan la 

información que el usuario ingresa, sino que recopilan metadatos como la 

frecuencia y el patrón de uso, identificadores del dispositivo y otros datos 

contextuales que pueden emplearse para perfilar al usuario e inferir aspectos de su 

estado psicológico.(19) Investigaciones recientes indican que muchas plataformas 

no cuentan con políticas claras ni con sistemas robustos de protección de 

datos.(20,21) Para un estudiante, que su información emocional circule sin control, 

afecta no solo su intimidad, sino la imagen profesional que está construyendo. 

Un punto que también merece atención es el papel de los propios programas de 

formación médica. Muchos programas han comenzado a incorporar herramientas 

de IA en simulaciones clínicas, prácticas académicas o entrenamientos 

comunicacionales.(22) Aunque estas iniciativas buscan actualizar la enseñanza, 

pueden generar una familiaridad que lleve a los estudiantes a confiar más de lo 

debido en estas herramientas, especialmente si no reciben formación suficiente 

para evaluar sus riesgos.(23) Cuando una institución impulsa el uso de estas 

tecnologías sin discutir sus límites afectivos, corre el riesgo de normalizar que los 

alumnos recurran a un chatbot para asuntos que requieren un espacio humano y 

acompañado. 

https://creativecommons.org/licenses/by-nc/4.0/deed.es_ES


                                         Educación Médica Superior. 2026;40:e4992 
 

6 
 Esta obra está bajo una licencia https://creativecommons.org/licenses/by-nc/4.0/deed.es_ES 

 

 

Además de esos riesgos, hay un tema de fondo: la expansión de la IA en medicina 

se inscribe en un escenario marcado por la “ratificación”, que somete cada vez más 

aspectos de la vida, incluida la experiencia emocional, a mediciones y categorías 

estandarizadas.(24) La IA funciona clasificando, comparando y detectando 

patrones.(25) Cuando ese modo de interpretar lo emocional empieza a imponerse, 

existe la tentación de reducir el sufrimiento, como la frustración, el miedo, el 

cansancio o la sensación de no estar a la altura, a variables que deben “encajar” en 

un esquema. Si los estudiantes adoptan esta mirada, podrían trasladarla luego a su 

práctica profesional, y priorizar indicadores por encima de la historia y el contexto 

del paciente. La formación médica exige aprender a interpretar silencios, gestos y 

ritmos propios de cada paciente, una sensibilidad clínica que ningún sistema 

automatizado puede reemplazar. 

Frente a este panorama, se han planteado principios que deberían orientar la 

integración de la IA en salud, como la beneficencia, la autonomía o la justicia.(26) 

Estos criterios no son teóricos: tendrían que formar parte del proceso formativo, 

igual que cualquier aspecto clínico. Las universidades deben asegurarse de que los 

estudiantes comprendan cómo funcionan estas herramientas, qué pueden aportar 

y cuáles son sus limitaciones; y que no confundan eficiencia tecnológica con 

sensibilidad humana. 

A nivel institucional, es necesario crear espacios de conversación, establecer 

normas internas, reforzar la alfabetización digital con un enfoque ético y fortalecer 

los servicios de apoyo emocional. Incluir en la formación no solo habilidades 

técnicas, sino la reflexión sobre el impacto de estas herramientas en la identidad 

profesional, ayuda a que los futuros médicos no reduzcan su bienestar a un puntaje 

ni su relación con los pacientes a un protocolo. La tecnología puede ser útil, pero 

solo si se integra en entornos donde el acompañamiento humano continúe siendo 

el centro del proceso formativo. 

 

 

Conclusiones 

El uso de IA en el apoyo a la salud mental ofrece ventajas que pueden aliviar parte 

del desgaste emocional que viven los estudiantes de educación médica. Algunas 

herramientas ayudan a ordenar pensamientos, regular emociones o reconocer 

señales tempranas de malestar. Esto puede ser importante en programas de 

formación médica que suelen dejar poco espacio para pedir ayuda. Pero confiar 

demasiado en estos sistemas también tiene consecuencias: vínculos simulados 
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que desplazan la interacción humana, respuestas que pueden contener sesgos, 

exposición de datos sensibles y una mirada demasiado simplificada de la 

experiencia emocional. 

Para que estas tecnologías realmente aporten, se necesita incorporarlas con 

criterio. La formación médica requiere aprender a escuchar, a estar presente y a 

comprender lo que el otro atraviesa, y ninguna aplicación puede reemplazar eso. Por 

eso, más que prohibir o aceptar sin reservas, es necesario que los estudiantes 

aprendan a usar estas herramientas con prudencia, entendiendo sus alcances y sus 

límites. Solo así podrán aprovechar lo que ofrecen sin perder de vista la dimensión 

humana que sostiene la práctica clínica. 
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